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B) MATRICES
E.F et G désignent toujours des K-espaces vectoriels.

RAPPELS : une matrice A a n lignes et p colonnes (ou de format (n,p)) a coefficients dans K est une application de
[11,n]] x [|1,p]] dans K ;
pour (z,7) € [|1,n|] x [|1,p|], A (4,7) est souvent noté de facon indicielle a;;, de sorte que A est notée (a;j)i<i<n ;

1<j<p
a1l a2 a1p aij
) . . a a a .
on la représente aussi par le tableau rectangulaire : 2 T2 ¥l = ;
a;1 ... Qi e Qgp
an1 Qnp
Qpj

I'ensemble KU1L21xILr de ces matrices est noté M, (K) ; on sait que c’est un K-espace vectoriel de dimension np, (donc
isomorphe & K™P), dont la base canonique est formée des matrices canoniques (Ej;)

1<k<n
1<I<p

I) MATRICE D’UNE APPLICATION LINEAIRE RELATIVEMENT A DEUX BASES.
1) Propriété fondamentale.

PROP : la connaissance des images des vecteurs d’une base de 'espace de départ caractérise entiérement une application
linéaire ; plus précisément :

_ (57 —
si (H) : < B = (617'"7671) base de E

G S alors |(C): 3f € L(E,F) /¥ie[|lLn|] f(&)=7

D1

2) Définition.
DEF : la matrice d’'une application linéaire entre espaces de dimensions finies relativement a (ou dans) une base de 'espace
de départ et une base de I’espace d’arrivée, est la matrice dont les colonnes sont les coordonnées dans la base d’arrivée des
images des vecteurs de la base de départ ; autrement dit :

feL(EF)
B=(ef,...,e,) base de E P _
S| e=(FnTy) bascde p | alos [A=pmas () Vi€ Ln] f@&) =Y a..f
A = (aij)1<i<p € Mpn (K) —
1<j<n
f (1) f (&) fle)
ai; fi
Par une représentation en tableau : il eeeeenne (277 in ﬁ)
Gpj ﬁ

a;; est donc la .....eme coordonnée dans la base d’arrivée de I'image par f du .....iéme vecteur de la base de départ.

ATTENTION : une matrice d’une application linéaire d’un espace de dimension n vers un espace de dimension p est de
format (p,m) et non (n,p) !

REM : pour la matrice d’'un endomorphime de E, on prend en général la méme base pour E en tant qu’espace de départ,
et pour I en tant qu’espace d’arrivée ; notation : matg g) (f) est simplifi¢ en matz (f).

Vocabulaire : la matrice d’une application linéaire de K™ dans KP? relativement aux bases canoniques de K™ et KP? est
appelée la matrice canonique de cette application.

3) Exemples.
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El:

- la matrice canonique de > — ( Zjisz > est { } .
azx + by

> — | cx+dy | est
ex + fy

- la matrice canonique de dx Tey+ fz

Ne K] R was.

ax+by+cz )est

- la matrice canonique de (
T —

- la matrice canonique de (az, bz, cx) est

- la matrice canonique de (x,y, z) — azx + by + cz est

- la matrice de ’application nulle de E de dimension n vers F' de dimension p est, quelles que soient les bases choisies

- la matrice de 'identité est indépendante de la base choisie :

mat g (ZdE) = = wij)lgi,jgn
Cette matrice est appelée la matrice identité d’ordre n et notée I,,.

REM :

— | =
. I . — — e3=e] +e
identité ! Par exemple, si F est de base (e7, e3) et e_?; e_1> e_2> ,
4=€1 — €

mat ((zz),(7,2)) (idp) = { } mat ((e.3),(s.5)) (ide) = [ ]

- la matrice de 'homothétie de rapport a, h, = a.idg est aussi indépendante de la base choisie :

mat 5 (hy) = =al,

- par contre, la matrice d’une projection ou d’une symétrie dépend de la base choisie.
si F = F ® G, on dit qu'une base B de E est adaptée & cette décomposition si c’est la concaténation d’une base

DEF :
de F' et d’une base de G.

Si donc, B est adaptée, p = projection de base F' et de direction G, q = idg

mat g (p) = ,mat 5 (q) = ,mat g (s) =

- la matrice de la dérivation de K3[X] dans K3[X] dans les bases canoniques est :

-p,s=pP—q

si 'on ne prend pas la méme base pour le départ et pour l'arrivée, la matrice de 'identité n’est plus la matrice
—
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4) Caractérisation d’une application linéaire par 'une de ses matrices.

PROP (corollaire de la propriété fondamentale ci-dessus) : si B base de E de dimension n,C base de F' de dimension p et
A€ M, (K), il existe une unique application linéaire f € L (E, F') telle que

A =mat 5c)(f)

Ceci signifie que I'application : { """"""""""" €St viiviiiiiinis

IT) OPERATIONS SUR LES MATRICES
1) Addition et multiplication externe.

Notions déja vues dans le cours sur les espaces vectoriels ; notons qu’on ne peut additionner que des matrices de mémes
formats. On sait que (M, (K),+,.(ext.)) a une structure de .........cccoeeeennne.

PROP : si B base de E de dimension n, C base de F' de dimension p, f € L(E,F) et A € K, on a

mat(g ey (f +g) = matgc) (f) + matgc) (9)
mat(z.c) (Af) = Amatse) (f)

Ceci signifie que ’application : { """"""""""" <] ; combiné avec la propriété ci-dessus, c’est donc un

COROLLAIRE : si les ev F et F' sont de dimensiouns finies, L (E, F') est lui aussi de dimension finie et

|dim L (B, F) =...ccco....... |

2) Multiplication des matrices.
a) Recherche de la définition.

Le produit des matrices va étre défini de sorte qu’au produit de deux matrices corresponde la composée des applications
linéaires associées ; recherchons donc la matrice d’une composée d’applications linéaires.

B=(e1,..,e,) base de E A — mat (f) € M, (K)
feL(EF) A mat(g,c) pn
PROP : si { g€ L(F, Q) C= (fl, ...,fp> base de F' B=mat .. (9 €M.. (K)
7 D = (g1,..-, 9y) base de G C=mat....)(gof)eM_ .. (K)
alors
C(i,j) = B (i,k) A(k,7), pour tout (i,7) € [|1,.....]] X [[1,.....|]

k=1
D3
D’ou la

b) Définition.
DEF : si A est une matrice de format (n,p) et B une matrice de format (p,q) la matrice produit AB est la matrice de

format (n,q) définie par
P

(AB) (i,5) = Y A(i,k) B (k,j) pour tout (i,5) € [|1,n]] x [|1,q]]
k=1

REM 0 : remarquer 'espéce de "relation de Chasles” :

format (n,p) x format (p,q) = format (n,q)
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REM 1 : il est pratique de présenter le produit de 2 matrices sous la forme :
F1

REM 2 : le produit matriciel n’est donc pas une loi de composition interne dans I’ensemble de toutes les matrices, ni
méme dans M, (K) avec n # p ; par contre, c’en est une dans l'ensemble des matrices carrées d’ordre n M, (K).

REM 3 : le produit matriciel n’est évidemment pas commutatif puisqu’un produit peut étre possible dans un sens et ne
pas ’étre dans 'autre.

d’additions
de multiplications

REM 4 : le nombre { pour effectuer (AB) (i, j) vaut { """ , donc

d’additions
de multiplications

le nombre { pour effectuer le produit AB vaut {

REM 5 : le produit d’une matrice-ligne (format (1,n)) par une matrice-colonne (format (n,1)) donne une matrice de
format (1,1), que l'on identifie avec son coefficient :

by

n n
abus d’écriture
[al,...,an] . = E ak.bk = E akbk
k=1 k=1

bn

REM 6 : avec cet abus d’écriture, le coefficient (AB) (4,;) de la iéme ligne et de la jéme colonne de AB s’interpréte
comme le produit matriciel de la ieme ligne L; de A et de la jéme colonne C; de B ; en effet :

blj p
LiCj = [aﬂ, ceey aip] = Zaikbkj = (AB) (’L,])
bpj k=1

REM 7 : le produit d’une matrice-colonne (format (n, 1)) par une matrice-ligne (format (1,7)) donne une matrice carrée
d’ordre n :

ay
[b1, ...y bn] = ll (e )1<ij<n

a"IL
¢) Propriétés.
a)) Matrice d’une composée.

PROP (due a la définition méme du produit des matrices) :

feL(EF) B base de
si { cL (F7 Q) C base de F' |, alors [ mat (s, p) (9 0 f) = mat(c p) (9) x matgc) (f) |
g ’ D base de G

ATTENTION : On n’a donc malheureusement qu’une relation de Chasles ”a I’envers” :-( par contre, pour les endomor-
phismes, tout va bien :-)
si ‘ feL(E), Bbasede E |, alors ‘ matp (g o f) = matg (¢g) X matg (f)‘
a) " Associativité”.
Ae My, (K)
PROP :si ¢ B e Mp, (K) alors (AB)C = A(BC)
C e Mgy (K)

D4 (par les applications linéaires, et par le calcul).
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B) "Distributivité".

A€My (K) 1w A(B+C) = AB + AC
. B,C € My, (K)
PROP : si A, B e My, (K)
9 np —
Ce M,, (K) alors (A+ B)C = AC + BC

D5 (par les applications linéaires, et par le calcul).

v) Relations avec la multiplication externe .

PROP : si { A€ My (AKE) ’If € My () (AB) = (M) B = \AB

COROLLAIRE : (M,, (K),+,.(int.)) est un anneau. Cet anneau n’est ni intégre, ni commutatif dés que n > 2 ; de plus,
la bijection { ...........
D6

est un isomorphisme d’anneaux.

I11) EXPRESSION MATRICIELLE D’UNE APPLICATION LINEAIRE.

PROP : données :
FE et F deux K-espaces vectoriels de dimensions finies n et p,

B=(ef,....en) base de E, C = (ﬁ, . E) base de F,
f eL (E,F) ,A = (aij) = mat(ac) (f) S Mpn (K) ,

n 1
N . )
T = E zie; € E,X = | .. |, matrice colonne des coordonnées de = dans B
i=1 T,
P Y1
— - . , —
y = E yifi € F, Y= ... |, matrice colonne des coordonnées de 3 dans C. Alors :
i=1 Yp

7 =f(T) oY =AX

D7
E4

DEF : si A € My, (K), Vapplication linéaire canonique associée & A est application :

My (K) (= KP) = My (K) (= K™
fA:{ (K) ( X)HAX (K) (= K™)

PROP : la matrice canonique de f4 est la matrice A.
D8
CORO :si Aet Be M, (K), alors

VX eMy(K) AX=BX)=A=DB
D9
REM 1 : bien noter le VX ; si AX = BX pour une seule X, méme non nulle, on ne peut pas en déduire A = B.
REM 2 : on a également la relation : fap = fao fp.

PROP : soit A € M,,;, (K) dont les colonnes sont C1, ..., Cy, ; alors

I 0
1. IS kerfA@x101+...+xpC =

Tp 0
2. Im fa =Vect(Cy, ...,Cp)
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D10
IV) MATRICES CARREES INVERSIBLES.

1) Définitions.

LEMME : si A et B sont deux anneaux isomorphes, alors le groupe des éléments inversibles de A est isomorphe au groupe
des éléments inversibles de B.
D11

DEF : une matrice carrée A € M, (K) est dite inversible si c’est un élément inversible de ’anneau M,, (K), autrement
dit s’il existe B € M,, (K) telle que
AB=BA=1,

B est notée A~1.

PROP et DEF : si E est un espace vectoriel de dimension n, I’ensemble des matrices carrées d’ordre n inversibles a
coefficients dans K est un groupe multiplicatif isomorphe & (GL (F),0). Il est appelé ”groupe linéaire en dimension n” et
noté GL, (K).

D12

REM 1:si feL(F), onadonc
f€GL(E) < matg (f) € GL, (K)

,etsi Ae M, (K),
AeGL,(K)< fae GL(K")

REM 2 : GL; (K) = K*.
REM 3 : rappelons quun élément "régulier” (ou ”simplifiable”) de 'anneau M, (K) est une matrice A vérifiant :
VB,C e M, (K) AB=AC=B=Ce BA=CA=B=C

On sait qu’un élément inversible est toujours régulier, mais il se trouve que dans le cas des matrices, la réciproque est
vraie (preuve dans ’exercice 17 sur les matrices) ; ceci explique pourquoi une matrice inversible est parfois appelée matrice
"réguliere”.

2) Casn =2
a b a b1 1 d —b
PROP:{C d]estmver81bless1ad7ébcet[C d} ad—bc{—c a}
D13
cosf —sinf 17" [
Exemple : [sinﬁ cosd ] _[ ............. }

3) Méthode d’inversion d’une matrice par la résolution d’un systéme.
LEMME : soit A € M,, (K) ; alors s'il existe une matrice B € M,, (K) telle que
VX, Y e M, (K) AX=Y & X =BY

alors A est inversible d’inverse B.

D14

En pratique, on résout donc le systéme d’inconnues x1, ...., z,, et de parametres yi, ..., Yn
all a2 A1n x1 U1
az1  a22 QA2n _
anl Ann Tn Yn

Si le systéme est ”de Cramer”, la matrice est inversible et ’expression des solutions :
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1 b1 b2 bin Y1
ba1  bo bap,
Tn bnl bnn Yn

donne la matrice inverse.
-1

1
1

-3 2

E5 : inverser 2 0
-1 2

V) CHANGEMENTS DE BASES.

1) Matrice de passage d’une base & une autre.

a) Définition.

DEF : la matrice de passage d’une base (dite ”ancienne base”) a une autre (dite "nouvelle base”) est la matrice dont les
colonnes sont les coordonnées des vecteurs de la nouvelle base dans I’ancienne :

si F K-espace vectoriel de dimension finie n,

— —
B=(e1,....en)et B = (e’l, ...,e%) bases de F,

i
e; =

P(B,B/) = (pij)Ki,jgn -

n
N
E Dij€i, alors
i=1

- >

ej ........ €,
—
D1j el
...... Dij vevesnees Pin €;
DPnj €n

REM : la matrice de passage de B 4 B’ n’est autre que la matrice de I'identité de E relativement aux bases B’ et B (bien

noter linterversion) :
P(B,B’) = mat

b) Propriétés.

w8 (idE)

PROP :
1. P(B,B”) = P(B,B/) X P(B’,B”) (relation de Chasles)
2. Pp) = In
3. Py € GL, (K) (une matrice de passage est toujours inversible)
=1
4 (Pspy) = Pes
D15
E6

2) Action d’'un changement de base sur les coordonnées d’un vecteur.

PROP : données :
!

B=(e,...e)) et B = (e_>

-
1y ...,e%) bases de I/, P = Pz 51,

. . —
matrices colonne des coordonnées de = dans B et B’. Alors

n n _ X CL‘II
Y:ine_{:nge; ek X= et X' =

i=1 i=1 Tn, x),
D16
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REM : alors que dans P on a les coordonnées de la nouvelle base dans 1’ancienne, la relation X = PX’ permet d’avoir
les coordonnées anciennes d’un vecteur en fonction des nouvelles. Ce phénoméne s’appelle la ”contravariance”.

Il n’est en fait pas génant car il permet de passer d’une équation cartésienne f (x1,....., z,) = 0 dans Pancienne base a la
nouvelle équation cartésienne g (2, ....., x}) =
E7

3) Action d’un changement de bases sur la matrice d’une application linéaire.

PROP : données
feL(EF)
— —
B=(e1,....en) et B = (e’l,...,e') bases de I/, P = P 51

C= (ﬁ, ,f;) et C' = (ﬁ, ,f%’j) bases de F, Q = P c)
), A

A =matpe) (f), A" =matp c(f)

Alors (relation a bien connaitre) :
A =Q AP

D17
E8

VI) TRANSPOSITION DES MATRICES.
a) Définition.
DEF : la transposée d’une matrice est la matrice dont les lignes ont pour coordonnées les coordonnées des colonnes de la
matrice de départ (ou I'inverse) :

si A e My, (K) et BeM,, (K),

B="Aou AT &vie[1,p|] Vje[|1,n]] B(,j)=A(3,1)

b) Propriétés.

PROP :
LI(TA)=A
5. T(A+ B) = "A+ "B VA, B € My, (K)
3. (M) =\'A VA e M,, (K) VX € K (linéarité de la transposition)
1. "(AB) = 'B'A VA€ M,y (K) VB € My, (K)
5. si A€ GL, (K) 'A é¢galement, et ('A)" = ' (A~1) (notée FA—1)
D18

¢) Matrices carrées symétriques et antisymétriques.

égale a
égale a 'opposé de

symétrique

. s sa transposée :
antisymeétrique

DEF : une matrice carrée est dite {

si elle est {

symétrique tA=A . A(j,i) = A(i,])
A€ Mn (K) est { antisymétrique { tA=—A 7 ¥i, 5 € [|1,n]] { A(j,1)=—-A(i,7)
Notations :
Su(K) = {AeM,(K) /A=A
A (K) = {AeM,(K) /TA=—-A}
PROP :

1.8, (K) et A, (K) sont des sev de M, (K)
2. Toute matrice carrée est de fagon unique la somme d’une matrice symétrique et d’une matrice antisymétrique.
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D19

REM : 2. se traduit par ....................

PROP : dim S, (K) = ........... , dim A, (K) = .o
D20

VII) TRACE D'UNE MATRICE CARREE, D’'UN ENDOMORPHISME.
1) Définition.

DEF : la trace d’une matrice carrée est la somme de ses éléments diagonaux :

2) Propriétés.

PROP :
l.tr(A+B)=trA+trB VA, B e M, (K)
2.tr(MA) =AtrA VAe M, (K) VX e K (linéarité de la trace)
3.tr (AB) =tr (BA) VA,B e M, (K)

D21

PROP et DEF : toute les matrices d’'un méme endomorphisme ont la méme trace, qui est par définition la trace de cet
endomorphisme.

Vf e L(E)VB,B basesde E tr(mat g (f)) = tr(mat g (f)) def o f

D22
REM : la trace permet donc de repérer rapidement une erreur lors d’un changement de base.

VIIT) RANG D’UNE MATRICE.
a) Matrice d’une famille finie de vecteurs dans une base.
DEF : la matrice d’'une famille finie de vecteurs dans une base est la matrice dont les colonnes sont les coordonnées des
vecteurs de la famille dans cette base :
si & K-espace vectoriel de dimension finie n,

n
B=(e1,...,e,) base de F et F = (z1, ...,:?p) famille de vecteurs de F, ac_; = Zaije_f, alors
=1

— P —
Tl eeeennns o Tp
—
a1j €1
—
matg (.7:) == (alj)lgign = [0 5 PPN Qjj  eeeennnnn Aip €;
1<j<p
—
Qnj €n

REM : le rang de la famille F (i.e. la dimension de I’espace qu’elle engendre) est aussi le rang de la famille des colonnes
de mat g F.

b) Définition du rang d’une matrice.
DEF : le rang d’une matrice de format (n,p) est le rang (dans M,,; (K)) de la famille de ses colonnes :
A(L )
rg (A) =1g(Ch,...Cp) ou Cj =
A(n,j)
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REM : d’apres la remarque ci-dessus, toutes les matrices d’'une méme famille de vecteurs (dans des bases quelconques)
ont pour rang le rang de cette famille.

PROP : toutes les matrices d’'une méme application linéaire ont pour rang le rang de cette application linéaire.

D23

c¢) Propriétés.

PROP : soit A € M,,, (K), A=matzc)(f) ; alors

1. rg (A) < min (n,p)
2. 1g (A) = n < f est surjective
3. 1g(A) =p < f est injective

COROLLAIRE (diverses caractérisations de I'inversibilité d'une matrice carrée) : soit A € M,, (K), A = matzc) (f)
A est inversible si et seulement si

1.3Be M, (K) AB = BA = I, (cest la définition)
2. f est bijective (& f est injective)
3.1g(A)=n

D24
IX) MATRICES EQUIVALENTES.

DEF : deux matrices sont dites équivalentes si ce sont les matrices de la méme application linéaire (elles ont donc forcément
le méme format) : si A, A’ € M,,, (K)

Aeg A o { JE de dimension p, 3B, B’ bases de E / { A =mat zc)(f)

3F de dimension n,3C,C’ bases de F' A" =mat 5 o (f)

PROP 1:si 4, A' € M,, (K)

D25
PROP 2 : comme son nom 'indique, la relation d’équivalence des matrices est une relation d’équivalence dans M., (K).
D26

Deux matrices équivalentes ont forcément le méme rang, comme matrices de la méme application linéaire ; nous allons
voir qu’en fait la réciproque est vraie.

LEMME 1 : pour r entier < min (n,p), notons J,,, la matrice I, complétée a droite et & gauche par des O :

]f Onpfr

Jﬁ .=
I
Onfrm Onfnpfr

alors toute matrice A € M, (K) de rang r est équivalente a Jy,p,.
D27

THEOREME 1 : deux matrices de méme format sont équivalentes si et seulement si elles ont le méme rang.
D28

REM :il y a donc ............ classes de matrices équivalentes dans M,,, (K).

LEMME 2 : si deux matrices sont équivalentes leurs transposées le sont également.
D29

10
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Ceci va nous permettre d’établir le théoréme extrément important suivant :
THEOREME 2 : une matrice a méme rang que sa transposée :

rg ("A) =rg A
D30
COROLLAIRE : le rang des lignes d’une matrice est égal au rang de ses colonnes :
A(1,5)
siA€ My, (K), Li=[ AGi,1) ... A(i,p) |.C;= : , alors
A(n,j)

‘ rg (L1, ..., Ly)=1g (C1, ..., Cp) |

Ceci permet donc d’écrire par exemple :

g ((1,-1,2,0),(1,4,-1,2) =xg | © ~ :rg{:: o ::}:rg((..,..),(..,..),(..,..),(..,..))

REM : ceci permet de simplifier la recherche du rang d’une famille de vecteurs en raisonnant & la fois sur les lignes et les
colonnes.

E9 : rg ((17 07 37 47 O) ) (717 47 37 87 3) ’ (37 747 37 07 73)7 (07 47 67 127 3)) .
X) Application a la caractérisation du rang par matrice carrée extraite.

DEF : Une matrice est dite "extraite" d’une autre si elle est obtenue en barrant un certain nombre de lignes et de colonnes
dans la matrice de départ.

THEOREME 3 : le rang d’une matrice est I'ordre maximal d’une matrice carrée extraite inversible.

D31

11



